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1 Data

We use 60 MRI scans (T1 and FLAIR) from WMH 2017 Challenge. The images were acquired from three hospitals and manually annotated with three labels: background, white matter hyperintensities and other pathology. The first two labels are used as ground truth. We use 54 scans for training and 6 scans for validation.

2 Preprocessing

2.1 Patches extraction

Due to the limitation of GPU memory, we use patches of the size 200*200*16 voxels as the input to our networks. The patches are extracted from the 3D region of interest of the 3D MR scans, which contains most of the whole brain. There is 80% overlap between neighbor patches in training.

2.2 Data augmentation

Several 3D data augmentation strategies were applied on the training patches, including 3D random rotation, zooming, shifting, as well as flipping in 3 directions (axial, sagittal, coronal). For detailed parameters, rotation in 3 directions are [10, 5, 5] degrees, shifting range in 3 directions are [10, 10, 2] voxels.

3 Method

3.1 3D UNet

We use 3D UNet [2] as the baseline architecture in this paper. The details of the network can be found in Fig 1. All convolution layers in UNet use ReLU as activation function except for the last output layer, which use softmax to produce the final CNN probability maps. We use dice as the loss function.
In the fully-connected CRF model \((X, I)\), the corresponding Gibbs energy w.r.t the label segmentation \(x\) is

\[
E(X = x | I) = \sum_i \varphi_u(x_i | I) + \sum_{i < j} \varphi_p(x_i, x_j | I)
\]  

where \(i\) and \(j\) range from 1 to \(N\), which is the number of voxels in the random field \(X\) and 3D input patch \(I\). For convenience, the conditioning on \(I\) will be omitted in the rest of the paper. The first term \(\varphi_u(x_i)\) is the unary potential, which is set to be the CNN posterior probability maps. The second term \(\varphi_p(x_i, x_j)\) is the pairwise potential:

\[
\varphi_p(x_i, x_j) = \mu(x_i, x_j) \left[ \omega^{(1)} \exp\left(-\frac{|p_i - p_j|^2}{2\theta_\alpha^2} - \frac{|f_i - f_j|^2}{2\theta_\beta^2}\right) + \omega^{(2)} \exp\left(-\frac{|p_i - p_j|^2}{2\theta_\gamma^2}\right) \right]
\]

where \(\mu(x_i, x_j)\) is the label compatibility function that captures the compatibility between different pairs of labels. \(\omega\) is the linear combination weight of different predefined kernels.

The first kernel in Eq \(2\) is defined by the positions vectors \(p_i\) and \(p_j\) and feature vectors \(f_i\) and \(f_j\), and the second kernel is the smoothness kernel which is only controlled by the voxel positions. \(\theta_\alpha\), \(\theta_\beta\) and \(\theta_\gamma\) are the parameters that control the sensitivity to the corresponding feature space. In the previous methods \([3]\), people usually use the intensity \(I\) of the input image as the feature (or reference map) \(f\), which we call Intensity-CRF methods (Fig \(1\)). However, the Intensity-CRF is very sensitive to the parameter \(\theta_\beta\) because the intensity varies a lot between different medical images as well as the random noise. Therefore, we replace the intensity \(I\) by the posterior probability \(x\) as the new reference maps, which we call Posterior-CRF method \([1]\) (Fig \(1\)).
4 Post-processing

Four models trained with different random data splits are ensembled to improve the performance. An empirically selected threshold (0.3) is applied to the averaged prediction from all models.
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