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1 Data Preprocessing

Three datasets named Utrecht, Singapore, and Amsterdam GE3T were used as the training set. Each of them contains 20 patients' 3D MR images. Data preparation includes the following three steps.

1.1 Masking and slice selection

To reduce the noise from background, we remove the background information by masking the brain. A brain mask is obtained by simple thresholding and filling the holes inside the initial brain mask. We remove the first and last several slices of each brain since there is little information in such slices. For example, for Utrecht the first 5 slices and 5 last ones were removed during the training process.

1.2 Data normalization

Voxel intensity normalization per patient was performed during the training and testing stage. For the scan of each patient, the mean value and standard deviation were calculated based on intensities of all voxels inside the brain. Then each voxel intensity was normalized using the mean and standard deviation. In addition, each slice was cropped or padded such that its size became $200 \times 200$.

1.3 Data augmentation

Flipping, rotation, shearing, scaling along horizontal direction (x-scaling), and scaling along vertical direction (y-scaling) were employed for data augmentation. The value range for each augmentation transformation is shown in Table 1.

2 Methodology

2.1 U-net

Our segmentation model follows the basic architecture of U-Net[2], which is an extension of the fully convolutional networks (FCN)[1]. Basically, the U-Net
<table>
<thead>
<tr>
<th>Methods</th>
<th>Rotation</th>
<th>Shearing</th>
<th>x-scaling &amp; y-scaling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
<td>[-15, 15]</td>
<td>[-0.1, 0.1]</td>
<td>[0.9, 1.1]</td>
</tr>
</tbody>
</table>

Table 1: Detailed parameters for data augmentation

consists of 27 layers, including 19 convolutional layers, 4 upsampling layers and 4 pooling layers. Unlike the original U-Net architecture, kernels of size $5 \times 5$ instead of $3 \times 3$ were used in the first two convolutional layers to capture rich local information. The number of kernels in these convolutional layers was modified as well. The input to the U-net consists of two slices, one from the FLAIR MRI and the other from the corresponding slice in the T1 MRI.

2.2 Ensemble model

To improve the robustness of our model, an ensemble method was employed for the final segmentation. Three U-net models with the same architecture were trained with different initializations. Then given a new patient data, each slice will be segmented based on the average scores from the output of the five U-nets, thus resulting a primary segmentation map.

2.3 Post-processing

To improve the performance on the primary segmentation map, we employ a simple strategy: if there exists predicted WMH in the first $m$ slices and last $m$ ones of a brain along the Z-direction, then the WMH regions were considered as false positive and would be removed. $m$ was set to different values according to different datasets.

References